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FOREWORD

AN EXPLANATION FOR TUE LAY MAN

In addition to computer scientists, this report addresses managers, military personnel
and others who are not computer professionals. Tne non-compuler-trained audience
may find the problem definition in the Introduction sorewhat terse and jargon-filled.
Thus, we take a moment here to explain the protocol analysis problem in the context of
the larger problem of choosing optimal languages.

Let us pose the larger problem. Assume we zre giveri a popuiation of users and a
category of applications as shown below.

Given:

population category
of of
users applications

Our problem is to find an on-line computer language that will maximize the users’
performance as they use some service. We may state the problem formally by saying
that we wish to find the language as a function of (i.e, by considering) the particular
population of users and the particular category of applications. Thus:

L<k> = f§ (U<i>,A<j>) (1)

where L<k> represents the language, U<i> represents some model of the ith population
of users, for example, modeled from the point of view of their behaviors and attitudes,
and A<j> denotes a specific set (the jth set) of applications, modeled, for example,
according to the provided functions. The symbol f denotes the functional relationship
among L<k> U<> and A<j> that is, it tells how we blend together the relalive
importance of what we know about the users and the service.

Now we also assume that there are many languages from which to choose in deciding
L<k> Let us take this out of the realm of computer services for a moment. ‘Ne can
define families of languages as shown below.




Exomple language paradigms:

algebra

French

caiculus

Engiish

German

Natural modern languages Mathematical languages

We can now view our problem as having two steps. First, we want to pick the right
language from each family and hen we want to pick the best one of those for our
purposes. We would like to determine f empiricaily by measuring performance using
various languages for different populaticns of users and categories of applications.
This would give us some basis from which to generalize the equation (1).

What are the pitfalils in choosing languages to be tested? Suppose we decide to test
whether English is better than algebra for a teacher to explain certain mathematical
problems to students. If the teacher and pupils were French-spealing,then the English
probably wouldn’t score very well, even if a natural language were better suited for the
explanations. The problen, here is that English is not representative in terms of the
characteristics of the population. Now assume that the algebraic language we choose
does not include the feature for directly expressing exponentiation. As a conseguence
the user would have to be content with representing expressions involving
exponentiation by repeated multiplication. For exampie: x = 2’ would be expressed as x
= 2 x 2 x 2. Imisine how our user would feel abcut the language if he wanted to
express x = 2", Again, our language is contaminzated in {hat it is not representative of
the family of mathematical lancuages including algebra. Finally, suppose you were a
student of art. Certainly, a linguage expressing the axioms and theorems of projective
geometry would be more useful to you than many other mathematical languages. If we
had chosen a language expressing some random field of mathematics, then that language
would be biased in that it would not be represeitative of the application.

This notion of representativeness pervades the application, the user population,and the
family from which the language is derived. We have seen contaminants in each of these
forms. Thus, our first order of business, before making comparative tests among
languages from different familiec, is to ensure that the languages being compared are
representative.

[Returning now to computer languages, we point out that there is usually much more
homogeneity within a family and also across families than is evidenced by our
non-computer examples above.]

We now postulate that the designer of computer languages does not, in general,
construct representative languages. Let us look at his reference frame. It is possible
that he may know a moderate amount about the properties that define the user
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population. On the other hand, and we feel that this is often the case, he may (for
various reasons) know very little about those users. Clearly, he must know the kinds of
operations performed by the application. However, what he may not know is the way
in which the application is to be used, e.g., such as the common logical sequences of
operations, the precise vocabulary natural to the user, and so forth.

Therefore, we wish to ai¢ the language designer in building repre. ntative languages --
languages which can, in turn, be used to develop equation (1). We believe that the
most direct means of ensuring representativeness is to engage the users’ help in
specifying the language. The way we accomplish this is as follows. The designer picks
> token language (from a family) that he feels is "best”, based on his limited knowledge
of the user and the service. He then works with users to specify features of syntax
ard vocabulary. (He will be responsible, of course, for keeping the language
unambiguous, parsable, el..) The procedure for this cooperative design is the subject of
this report.
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PREFACE

Under ARPA sponsorship, USC/information Sciences institute (ISI) is currently developing
methods to automate various aspects of military message processing. In particular, the
information Automation project at ISI is providing a prototype message service to
consolidate, through automation, parts of the communication task now handled manually
and semiautomatically by military Action Officers at CINCPAC Headquarters, Camp Smith,
Cahu.

This document reports progress on the investigation of man-computer language forms.
Specifically, a protocol anaiysis of three language forms is discussed which determines
for each language its ease of learning (i.e., form and presentation) and its sufficiency for
use by computer-naive individuals, |ts purpose is to elicit from the user his syntactic
preferences within the domain of each of the three different language forms in order to
be able to systematically remove biases from *ae languages for later comparative tests
of performance. The protoco! analysis is intendea to be administered to future military
users of the prototype messaze service. To test the methods used, it has been given
to members of the professional staif at IS,

The reader is assumed to be familiar with the reports and papers referenced herein,
that is, those dealing explicitly with the message service. However, to understand the
relationship of the protocol anzlysis to the man-machine dialogue study, and to the
whole of the information Automation project, cne should have an appreciation for the
materials cited.

Intended readersiiip includes ARPA, those persons at CINCPAC, NAVCOSSACT, NAVELEX
and MITRE who ara involved in the pianned Oahu message service test, and other ARPA
contractors with an interest or involvement in message processing,
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The general field of study of the work reported here is man-machine communications.
In particilar, protocol analysis is used as an aid in developing languages for persons
inexperienced in the use of computers.

Because Computer Science is a relatively new discipline, recent research has largely
been exploratory. Consequently, a gulf has developed between the demonstration of
sound principles and their application to useful problems in society. Notable examples
occur in the area of, for example, artificial intelligence, where some good ideas have
been applied to “toy" problems. But in many cases, the level of work has not yet
reached a point at which it can be usefully applied in a larger context to a meaningful
problem. The work reported here is an instance of applying some researched notions tn
the solution of an existing problem. In this case, central to the researched ideas are
networks of computers and automatic message processing, and the relevant problem is
to upgrade, by automation, parts of the message handling tasks now done manually and
semiautomatically by the military. USC/Information Sciences Institute is developing a
prototype military message service, and part of the remaining applied research
necessary to make the service useful involves determining languages that will enhance
users’ performance.

The introductory chapter states the problem and an approach to solving it. A first step
in developing languages for computer-naive users, which actually precedes comparative
tests of performance of the languages, is to remove or reduce biases in the language
specifications introduced by the designers. The method employed for this purpose is to
model, analyze, and evaluate the use of some typical languages as they are applied to a
representative task by potential users of the message service. The model is statistical;
the task is accomplished by means of protocol analysis.

Preliminary remarks justify the alleviation of experimental bias. One dependent
variable (i.e., the ordering of parameters within a command) is chosen to illustrate
contaminaiion effects of languages where bias is not systematically removed. The
scope of the protocol analysis exercise is limited to the study of 14 dependent variables
(such as parameter ordering) and three independent variables (i.e., three input language
forms). The languages selected - keyword, positional and English-like - were chosen
because they appear frequently as forms of problem-oriented languages.

Finally, the introduction highlights the three-part protocol analysis exercise.
Collectively, subjects are first presented an overview of the message service along with
the task to be performed and descriptions of, and examples from, the languages. The
second part of the exercise is the separate and individual performance of a tygical,
prespecified message handling task by each subject. It is a vocal scenario between the
subject and two analysts who act as consultant and simulator of the service. The third
part is a post-task interviewr with each subject. The interview is lovsely structured in
order to acquire information not necessarily anticipated. It focuses on ‘he languages
but includes the participants’ opinions on other subject matter of tangential interest,

e
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namely, message service functions and tutoring of users. Parts two and three of the
exercise are recorded for later analysis and evaluation,

Chagter Il 1s really a paper with slides and lecture notes, prepared to cover the first
part of the exercise.x In describing the task ang the test languages to the subjects,
several key points are stressed where the subjects are free to change the languages to
suit therr individual interaction style. Naturaily, these areas of allowable change are
among the dependent variables. They incluce the foliowing:

e Composition of several commands,

e Vocabulary substitutions to all language elements,

@ Changes in structure, such as re-ordering arguments of a command,

o Omission of arguments where they can be implied by context or prestated.

Chapters |l and IV portray the roles of the simulator and the consultant in the exercise.
The simulator’s part is minor, since handouts of simulated display responses are
preprogrammed. Generally speasing, the consultant plays a passive role, yet he may at
his volition rectify some obvious misunderstanding.

Essential features of Chapter V are the dependent variables observed and measured.
The categories of the variables are vccabulary changes, inter- and intracommand
structuring, advice sought anc references used, “errors,” and language element
omissions.

Chapter VI describes a statistical model a propos of the exercise. It is one particular
model used for analysis of variance which allows us to test the significance of
differences among the languages with respect to each of the dependent variables.
Where further analysis and description of the acquired data are evigently needed,
correlation is employed along with graphical representation of data.

The findings reported here relate 10 a population of computer programmers. As such,
they are not useful in any final sense, but they do serve as a checkpoint to let us pause
to examine and evaluate the methods used in thz protocc! analysis before proceeding
with the population of Action Officers. Chapter VIl contains the research hypotheses,
underlying assumptions, *he analytical work, and evaluations based on the analysis. The
findings are, on the whole, congruent with the research hypotheses. Several salient
results are summarized here, though it should be borne in mind that we would not
anticipate a high correlation between these results and those that might be obtained
from subjects representing the military population.

tInitial remarks in this chapter carefully disiinguish between the intended population of
military  Action Officers and a second population containing the experienced
programmers who participated in the preliminary application of the protocol analysis.
The results presented in this report address the second population.
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Research hypotheses are classified according to the 14 dependent variables. They
were supported in ten of the categories, partly supported in another, and rejected in
three categories. For instance, from those hypotheses dealing with vocabulary, it was
found that changes in punctuation were far more significant than word substitutions.
These experienced users were concerned not with the human readability of the input
but with minimizing keystrokes and with the locations of the different keys on the
keyboard. Among the test languages, the English-like had been constructed "right” by
using the natural delimiter of a blank space. To look at a different kind of example,
composition of commands was stated as the Null hypothesis, i.e, we didn’t expect any
language-dependent differences. This was found to be the case when the languages
were considered as wholes. However, upon examining short, logically related
sequences, language dependencies were uncovered. Surprisingly, the positional
language and the English-like language were significant over keyword with respect to
the same command sequences, and at present we offer no satisfactory explanation for
this finding. In the investigation of some hypotheses, the conclusions are supported ty
graphical representations of the data. In particular, trend lines for the variabe
"references to materials” versus order of languages sharply pcints out the inadequscy
of our sample size.

Among the specious hypotheses, the most surprising outcome was a refutation that
reordering of parameters would be most prevalent in the positional language. In
retrospect it was concluded that one contributing factor was that many commands had
one or two parameters, and aiso that these e.perienced users could quite easily adapt
to an arbitrary ordering.

The major sources of experiment error are discussed in Chapter Vill. Controls used to
reduce such errors are those often applind to similarly designeo experiments in the
behavioral and social sciences. The strat:gy was to identify certain variables and hold
them as near constant as possible. Classes of such variables include situation variables
(such as room arrangement, amount of noise and distraction, etc.), treatment variables
(such as the amount of indoctrination and practice and the responses by the analysts),
and population variables (such as sex or previous experience). In retrospect we feel
that sources most significantly contributing to errors were rating (i.e., scoring
observations) by the observer and the standard error inh»rent in small samples.

The main aphorism resulting from this interim test of the protocol analysis is that it is
indeed judged to be a useful tool for language design. Several improvements in the
proceaure, contents, and equipment are recommended: a larger sample size, some
additional dependent variables, sore modifications to the syntax of the test languages,
more reliable recording eguipment, and a less amorphous interview that yields to
analytical study.

Appendices A through F are materials used in the protocol analysis. Appendix A, a
composite of the task instructions, language syntax, and simulated output displays, is a
step-by-step guide for the simulator, the tonsultant, and the observer to follow each
operation of the message processing task. Appendix B contains the task instructions
for the subject. Appendices C, D, and c constitute the language reference manuals used
by the subject in the exercise. In actual use they are broken down into subsections
specific to task units of the exercise. Appendix F is the display handouts.
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Appendix G contains transcripts of the post-task discussions with each subject. The
subjects remark on the languages, suggest ways to train users, and recommend service
functions. The purpose of the interviews is to gather information for the subjective
evaluation of the message system by the designers. Excerpts from the task dialogue
that are germane to these issues are also included. A summary of the remarks is also
inciuded in the appendix.
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I. INTRODUCTION

MOTIVATION FOR THE STUDY

The general field of study of the work reported here is man-machine communications.
In particular, protocol analysis is used as an aid in developing languages for military
message processing [ELLIS 73] The protocol analysis focuses on ease of learning and
sufficiency for performance of tasks by persons inexperienced in the use of computers.

Because Computsr Science is a relatively new discipline, recent research has been
largely exploratory. Consequently, a gulf has developed betwsen the demonstration of
sound principles and their application to useful problems in society. Notable examples
occur in the area of, for example, artificial intelligence, where some good ideas have
been applied to "toy" problems. But in many cases, the level of work has not yet
reached a point at which it can be usefully applied in a larger context to a meaningiul
problem. The work proposed here is an instance of applying some researched notions
to the solution of an existing problem. In this case, central to the researched ideas are
networks of computers and automatic message processing, and the relevant problem is
to upgrade, by automation, parts of the message handling task now done manually and
semiautomatically by the military. USC/Information Sciences Institute is developing a
prototype military message service, and part of the remaining applied research
necessary to make the service useful involves determining languages that will enhance
users’ performance.

Literature reporting interdisciplinary work, such as the cross-fertilization of computer
and behavioral sciences, is scant. Much work has been done in computer systems
performance [MILLER 73] and also some in human factors in man-machine
communication:. (e.g., user motivation as determined by behaviors and attitudes) as
reported in Human Factors and Ergonomics. Yet, there is a paucity of the application of
experimental and quasi-experimental research in language selection methods which
tailor man-machine interactions to kinds of users and types of service. The work
reported here borrows two research methods, namely, experimental research
(CAMPBELL and STANLEY 63] and survey research [BABBIE 73] and applies them to one
instance of examining languages with respect to user characteristics and application
idiosyncrasies.

One prior related study [BOIES 74) recommends the investigation of the language forms
addressed by this study. This earlier study discusses observations of the usige of an
interactive computing system in a research environment. Empirical data on user
behavior are discussed that concern command usage (among other variables), and Boies
concludes the following:

Based on our studies up to this time, we believe that it is important to develop
an understanding of the behavioral criteria that may be useful in designing
command languages for interactive systems. . , Since almost any command
language format can be implemented, behavioral criteria can be used as the
basis for selecting formats that best suit users’ needs and habits. Because
virtually any command language has parameters associated with at least some




of the commands, basic behavioral work should be undertaken to explore the
advantages and disadvantages of positional, keyword, and mixed formats from
the standpoint of user performance.

PROBLEM STATEMENT AND OBJECTIVE

This report describes a protocol analysis used as a pretest to develop tractable
languages suitable for testing the language selection methodology proposed earlier
[(HEAFNER 741s Formal pretests such as described here are not common to the
computer language design task. Thus it is important to stress exactly what the pretest
examines and why, and to indicate as well what it deliberately omits. It is an exercise
planned to discover how a certain group of users would elect to express statements
(within the constraints of each of several lahnguage forms) to accomplish a givn kind of
task. Knowing the users’ predilections allows the language designer to specify
languages representative of the tested forms such that each language is on an "equal
footing,” so to speak, with regard to the users and the tasks. Technically, then, its
purpose is to eliminate the language designer’s bias in specifying the grammar of inpus
languages.

WHY A PRETEST IS NEEDED

In general, in the absence of some form of critical review by the users, it would be a
fallacy to assume that the designer could specify languages representalive of the users’
needs and habits. It is reasonable to assume (and the results of this study confirm) that
biases introduced by the designer are not randomized, hence not effectively cancelling,
with respect to the metrics on which the language is judged.

To illustrate this need for pretesting, let us use two common language forms -- keyword
and positional. An example of a dependent ariable to be measured is the
user-preferred sequence of parameters in commands. Assume, all other factors being
equal, that users perform equally well with a given command in both a certain keyword
language and a positional language if the parameters in the positional language are
entered in a certain order. By contrast, assume that if the parameters are given in
soms other sequence, then the keyword language results in higher performance,
according to some criterion. Then, if one analyzed users’ performance as a function of
these languages using the second parameter arrangement, the results would be unjustly
biased against positional notation. Thus the pretest is a preparatory step to
comparative testing of differences among languages with respect to user’s performance.
Similar arguments can be stated for each dependent variable that the pretest considers.

sAs a pretest it does not test comparative language performance differences. Such
tests are to be conducted later with a prototype message service.




EXTENT OF THE PROTOCOL ANALYSIS

Artifacts of communication, such as different forms of output responses to commands,
indeed the terminal itself, and in general the “interaction style® are purposely not
examined by the protocol analysis. This in no way implies that these variables of
man-computer interaction are of little consequence in determining user’s performance.!
Furthermore, we are not asserting that there are no interaction effects between, say,
the order of parameters in a particular command of positional notation and a given
variety of command recognition. We are simply isolating one main effect, namely input
syntactic forms, and studying these forms in the absence of other factors which
perhaps contribute to performance. They are so partitioned because, first, we believe
they can effectively be studied alone, and second (and more importantly), if languages
are not representative, then they can confound (in a statistical sense) tests of
performance. The pretest does address the following: given an input syntactic form,
how would a particular group of users like to customize it for a unique application,
1'ence how can one aesign languages which are sufficiently representative of the users
ana ‘tasks suck that follow-on experiments can test meaningful variations in
performsii=»? Thus we are studying one independent variable (language form) at three
levels (keyword, positional, and English-like). The matrics for gauging the user’s
activity with respect to these Icnguages consists of fourteen dependent variables (sec
Chapter V) dealing with vocabulary and syntax.

PROTOCOL ANALYSIS OVERVIEW

With regard to the message service [OESTREICHER 74, TUGENDER 74) we must assure
that the specific languages are indeed equally sufficient for the Action Officers? to
conduct message processing tasks. This is done by defining “strawman” languages ®
and then pretesting them by protocol analysis where the subjects of the pretest are the
intended users: Action Officers. The results of the protocol analysis then provide the
most important ingredient in designing the actual languages that will be used for
experimentation; i.e., the Action Officers themselves, through protocol analysis, will
contribute essentially to the language design What is the protocol analysis involved in

'These variables will be accounted for (either as constants, or tested as variables) in
b the later tests.

2The preliminary results reported in this document pertain to a population of computer
programmers.

3 input by function keys (such as anticipated for editing control commands) is not
tested. The pretest employs commands only at the message service functional level,
not at the editing level. We expect that function keys, for example, will be used (in
conjunction with output menus) as a natural part of each of the languages. However,
we do not envision a strictly function key language simply because the message service
will eventually handle too many operations and also operations which are too complex

for natural and easy use solely of function keys, at least by any one who has used the
service several times or more.
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language pretesting? Action Officers (potential users) are shown the strawman
languages and with an analyst (but no computer system) they participate in a vocal
scenario as if they were performing one of their daily, typical tasks using the language.
They are invited to--in fact their mission is to--comment on the strengths and
weaknesses of 1) syntactic idiosyncrasies and anomalies of individual operations such
as parameter arrangements, abbreviations, and vocabulary, 2) the service functions
themselves, and 3) observations concerning user training. Although we are formally
analyzing only the languages, information on service functions and user training is also
of interest and will be passed along to those responsible for planning those portions of
the message system.

The protocol analysis is conducted as follows. In an indoctrination lecture all Action
Officers participating in the experiment are given a general (language - independent)
description of the message service functions (TUGENDER 74]. Next they receive a
general description of the experiment and its purpose (see Chapter Il). They then go
over a sample task, which will be used in the experiment, using examples of the
different language forms. They are then divided into test groups and each individual of
each group participates in several sessions of simulated automatic message handling,
using a different language form in each session. At the beginning of each session, the
language (See Appendices C, D, and E) and ‘ask (Appendix B) are explained in greater
detail. After performing the tasks, which consis*s of the task described to him earlier
and one or more which he feels is close to his daily activity, the Action Officer is asked
to comment as indicated earlier.s

The & :angement of a session is depicted in Fig. I-1. An analyst plays the part of the
»fomated message service (simulator). The observer’s responsibility is to witness and
record interesting portions of the task scenarios. In particular, he observes certain

@
Clock Recorder

Figure 1-1  Language pretest setup

sComments appear in the form of an interview, employing survey research methods
unlike the experimental research design for the session scenarios.
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properties of the dialogue which have been earlier earmarked as important to the
language design. The consultant gives advice to the Action Officer upon request and
additionally when he feels the situation calls for it, and he also provides the Action
Officer with handouts of simulated display responses as appropriate. The sessions are
tape-recorded. The clock shown in Fig. |-1 is slaved to the servo of the recorder to
allow the observer to synchronize interesting portions of the tape with
pencil-and-paper data. The standard tape annotation for each condition (session) is 1)
user identification, 2} task order number, and 3) tape position.

Some number of Action Officers will participate in the experimert using the Latin square
design shown in Table |-1. (See also Chapter VI.) Each condition consists of about 45
minutes, composed of the events shown in Table 1-2. The standard, prepared task is
included to insure a basis of comparison among groups. Extemporaneous iasks
suggested by the Action Officers are included to insure that the scenarios, and hence
the languages, will reflect their actual tasks.

Table -1
Latin square design for session ordering
Group Order
| 2 3 A 5
I <> <2> 3> N N
2 2> K3> <> N N
3 3> I<i> k2> N N

I<I> = positional functiona’
Ik2>= keyword functional
K3>= English=like
N = natural longuage
Each group contains the same number of Action Officers.

Orders 1-4 represent standard task and order 5 is a
user-suggested task.

Table |-2
Session composition

Approximate Event
Time (minutes)
5 Explanation
35 Task

5 Comments
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NOTE ON THE REMAINDER OF THE REPORT

The hypotheses of the study, which would normally appear earlier in such a report, are
given in Chaper VIl to provide continuity in reading the findings.

The remaining sections describe the protocol analysis in more detail from the viewpoint
of each of the participants. The experiment design is given, along with results obtained
from a “dry run” administered to members of ISI's professional staff.

The appendices are the nucleus of the materials used with the pretest. They are
included so that the exercise may be reproduced. Those on language descriptions (C, D,
and E) may at first glance seem amorphous and perfunctery. They are, however,
carefully structured, yet purposefully incomplete in two particular ways. The syntax is
not always wholly specifiud, and the set of commands doas not represent the entire
collection of functions to be supported by the prototype service. An example of
incomplete or inconsistent syntax can be illustrated by the naming of a messige, where
in the English-like language the key phrase appears as (THE) MESSAGE (WHOSE) in one
command and again as THE MESSAGE in another. This is a deliberate attempt to get
across tw: points to th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>